Human Computer Interaction in Virtual Reality
1. Introduction

The goal of virtual reality (VR) systems is to immerse the participant within a computer-generated, virtual environment (VE).  Interacting with the VE poses issues unique to VR.  The ideal VE system would have the participant fully believe he was actually performing a task.  Every component of the task would be fully replicated.  The environment would be visually identical to the real task.  Further, the participant would hear accurate sounds, smell identical odors, and when they reached out to touch an object, they would be able to feel it.  For example, in a VR system to examine designs for product assembly, the ideal system would present an experience identical to actually performing the assembly task.  Parts and tools would have mass, feel real, and handle appropriately.  The participant would interact with every object as if he would if he were doing the task.  The virtual objects would in turn respond to the user’s action appropriately.  Training and simulation would be optimal.

Obviously, current VEs are still a ways from that ideal system.  Participants use specialized equipment, such as tracked displays and gloves, to track movement, interpret actions, and provide input to the VR system.  Interactive three-dimensional (3D) computer graphics and audio software generate the appropriate scenes and auditory cues.  Finally, the participant receives the VE output (e.g. images, sounds, haptic feedback) through visual and audio hardware.  

In this article, we focus on immersive virtual reality systems.  Immersive VR is characterized – though not universally – by participant head tracking (monitoring the participant’s position and orientation) and stereo imagery (providing different views of the VE for each eye).  
Interestingly, VR human-computer interaction (HCI) issues can be strikingly different than traditional 2D or 3D HCI.
· The participant views the virtual environment from a first person perspective projection point of view.  
· VR interaction strives for a high level of fidelity between the virtual action and the corresponding real action being simulated.  For example, a VR system for training soldiers in close quarters combat must have the participant perform physical actions, and receive visual, audio, and haptic input, as similar to the actual scenario as possible.
· Some virtual actions have no real action correlate.  How do system designers provide interactions, such as deletion and selection, as naturally as possible?
· Typically most – if not all – objects in the virtual environment are virtual.  That is, when a participant reaches out grab a virtual object, there will no physical object to give an appropriate feel.  For hands-on tasks, such as assembly design verification, having nothing to feel or handle might be so detrimental to the experience as to make the VR ineffective.
Immersive VR systems that satisfy the high fidelity interactions requirements can become an important tool for training, simulation, and education for tasks that are dangerous, expensive, or infeasible to recreate.  Examples of a near perfect combination of real and virtual objects are flight simulators.  In most state-of-the-art flight simulators, the entire cockpit is real, but a motion platform provides motion sensations, and the visuals of the environment outside the cockpit are virtual.  The resulting synergy is so compelling and effective it is almost universally used to train pilots.

2. VR Interaction: Technology

Tracking and signaling actions are the primary means of input into VEs.

2.1. Inputs
Tracking is the determination of a object’s position and orientation.  Common objects to track include the participant’s head, participant’s limbs, and interaction devices (such as gloves, mice or joysticks).  Most tracking systems have sensors or markers attached to the objects.  Then, other devices track and report the position and orientation of the sensors.
Commercial tracking systems employ one or a combination of mechanical, magnetic (Polhemus Fastrak and Ascension Flock of Birds), optical (WorldViz PPT, 3rdTech Hiball), acoustic (Logitech 6D Mouse), inertial (Intersense IS-900), and global position satellites (GPS) approaches.  Each method has different advantages with respect to cost, speed, accuracy, robustness, working volume, scalability, wirelessness, and size.  No one tracking technology handles all tracking situations.  
Different tasks have varying requirements on the accuracy, speed, and latency of the tracking system’s reports.  VEs that aim for a high level of participant sense of presence – a measure of how much the participant believes they are ‘in the VE’ – have stringent head tracking requirements.  Researchers estimate that the VR and tracking systems need to accurately determine the participant’s pose and to display the appropriate images in under 90 milliseconds, and preferably under 50 milliseconds.  If the lag is too high, the VR system induces a “swimming” feeling, and might make the participant disoriented and hamper the quality of interactivity.
Tracking the participant’s limbs allows the VR system to 1: present an avatar, a virtual representation of the user within the virtual environment, and 2: rough shape information of the participant’s body pose.  Researchers believe that the presence of an avatar increases a participant’s sense of presence.  The accuracy and speed requirements for limb tracking are typically lower than that of head tracking.
Finally object tracking, usually accomplished by attaching a sensor, allows a virtual model of an object to be registered with a physical real object.  For example, attaching a tracker to a dinner plate allows an associated virtual plate to be naturally manipulated. Since each sensor reports the pose information of a single point, most systems use one sensor per object and assume the real object is rigid in shape and appearance.
Since humans use their hands for many interaction tasks, tracking and obtaining inputs from a hand-based controller was a natural evolution for VR controllers.  A tracked glove reports position and pose information of the participant’s hand to the VR system.  They can also report pinching gestures (Fakespace Pinchglove), button presses (buttons built into the glove) and finger bends (Immersion CyberTouch).  These glove actions are associated with virtual actions such as grasping, selecting, translation, and rotation.  Tracked gloves provide many different kinds of inputs and most importantly, are very natural to use.  Glove disadvantages include sizing problems (most are a one size fits all), limited feedback (issues with haptic feedback and detecting gestures), and hygiene complications with multiple users.
The most common interaction devices are tracked mice (sometimes called bats) and joysticks.  They are identical to a regular mouse and joystick, but with an integrated 3 or 6 degrees-of-freedom (DOF) tracking sensor that reports the device’s position and/or orientation.  Tracked mice and joysticks have numerous buttons for the participant to provide input, and they are cheap, easily adaptable for different tasks, and familiar to many users.  However, they might not provide the required naturalness, feel and functionality for a given task.
A compromise to get ease of use, numerous inputs into a system, and proper feedback is to engineer a specific device to interface with the VR system.  For example, the University of North Carolina (UNC) Ultrasound augmented reality surgery system attached a tracking sensor to a sonogram wand.  The inputs from the sonogram wand buttons were passed to the VR system.  This enabled the AR system to provide a natural interface for training and simulation.  However, this required developing software and manufacturing specific cables to communicate between the sonogram machine and a PC.  Creating these specific devices is time consuming and the resulting tools are usable for a limited set of tasks.
2.2. Outputs

Given the system inputs, the resulting VE (visuals, audio, tactile information) is outputted to the participant.  For example, as the participant changes their head position and orientation, the tracking system passes that information to the VR system’s rendering engine.  3D views of the VE are generated from the updated pose information.  
The visual output is typically presented either in a head-mounted display (HMD) or a multiple-wall back projected CAVETM environment.  HMDs are head-worn helmets with integrated display devices.  The helmet has two screens located a short distance from the user’s eyes.  HMDs can be thought of as the participant “carrying” around the display.  There are many commercial HMD solutions including the Virtual Research V8, VFX ForteVR, and Sony Glasstron.  (http://www.stereo3d.com/hmd.htm) provides an informal survey of commercial HMDs.
CAVETM environments have multiple back projected display walls and data projectors.  The virtual environment is rendered from multiple views (such as forward, right, left, down) and projected onto the display walls.  Fakespace, Inc. provides commercial CAVETM solutions (www.fakespacesystems.com). 
VR systems use either stereo headphones or multiple speakers to output audio.  Given the participant’s position, sounds sources, and VE geometry, stereo or specialized audio is presented to the user.  Common audio packages include Creative Lab’s EAX and AuSIM’s AuTrak.
VR haptic (tactile) information is presented to the participant through active feedback devices.  Examples of force feedback devices include a vibrating joystick (e.g. vibrating when the user collides with a virtual object) and the Sensible Phantom, which resembles a six DOF pen.  Active feedback devices can provide a high level of HCI fidelity.  Two examples of effective systems are the dAb system, which simulates painting on a virtual canvas, and Immersion CyberGrasp glove, which allows design evaluation and assembly verification of virtual models.
3. VR Interaction: Locomotion

VR locomotion, the movement and navigation of the participant within the VE, is one of the primary methods of VR interaction.  VE locomotion is different than real world locomotion because:
· The virtual space can be of an extremely different size and scale compared to the real space tracked volume.  For example, navigation in a VE on the molecular or planetary scale requires special considerations.
· The method of VE locomotion might have a physical equivalent that is difficult or undesirable to emulate.  For example, consider the navigation issues in a VE that simulates emergency evacuations on an oil platform to train rescue personnel.
The most common method for locomotion is flying.  When some input, such as a button press, is received, the participant is translated in the VE along some vector.  Two common choices for this translation vector are the view direction of the user and along a vector defined by the position and orientation of an interaction device, such as a tracked joystick or mouse.  While easy to use and effective, flying is not very natural or realistic.  
In walking in place, when the participant makes a walking motion (lifting their feet up and down, but not physically translating), the participant is translates in the VE along a vector.  By monitoring the tracker sensor’s reports, the VR system can detect walking motions.
Specific devices have been engineered to provide long distance locomotion.  Treadmills such as the Sarcos Treadport and ATR ATLAS allow the user to physically walk long distances in the VE.  Sometimes a steering device is coupled to change direction of VE.  Unfortunately, treadmills do not easily handle rotations or uneven terrain, and they are growing more uncommon.  Further, there were safety issues in simulating high speeds and collisions with virtual objects.
Other locomotion devices include specialized devices such as motion platforms and exercise cycles.  A motion platform is a mechanical stage whose movement is controlled by the VR system.  For example, flight simulators use motion platforms to physically move and rotate the participant to simulate the sensations of flight.  Of course, there are limitations to the range of motions, but for many applications, motion platforms provide an extremely valuable level of realism.
VR locomotion approaches have to deal with a finite – and typically quite limited –tracked space within which the participant can physically move around.  Further, the participant typically has numerous wires connecting the tracking sensors and display devices to the VR system.  Motorized methods for VR locomotion also have safety issues in the speed and methods they move the user.
New commercial and research approaches to VR locomotion look to provide a more natural and effective locomotion over larger spaces.  New tracking systems, such as the WorldViz PPT, Intersense IS-900, and the 3rdTech HiBall, are scalable wide area trackers with working volumes approaching 40’ x 40’.  This allows the participant to physically navigate large VE distances. Studies have shown that real walking is better than walking in place which is better than flying for participant sense of presence.

NRL’s GAITER system is a combination of harnesses and treadmills that allows soldiers to emulate running across large distances in combat simulations.  The Redirected Walking project at UNC looks to expand the physical tracking volume by subtly rotating the virtual world as the participant walks.  This causes the participant to physically walk in a circle, though in the virtual world, it appears as if they have walked along a straight line.  This could allow a finite real world space to provide an infinite virtual walking space.
4. VR Interaction: Interacting with Virtual Objects 
Training and simulation VR systems, which make up a substantial number of deployed systems, aim to recreate real world experiences.  The accuracy in which the virtual experience recreates the actual experience can be extremely important, such as in medical and military simulations.  
The fundamental problem is that most things are not real in a VE.  Of course, the other end of the spectrum – having all real objects – removes any advantages of using a VE such as quick prototyping, or training and simulation for expensive or dangerous tasks.  Having everything virtual removes many of the important cues that we use to perform tasks, such as motion constraints, tactile response, and force feedback.  Typically these cues are either approximated or not provided at all.  Depending on the task, this could reduce the effectiveness of a VE.
The participant interacts with objects in the VE, simulations, and system objects.  The methods to interact will vary on the task, participants, and equipment (hardware and software) configuration.  For example, the interactions to locate 3D objects in orientation and mobility training for the vision impaired are different than those in a surgery planning simulation.  Variables to consider include accuracy, lag, intuitiveness, fidelity to the actual task, and feedback.
4.1. Virtual Object Interaction
Applying 3D transformations and signaling system commands are the most common virtual object interactions.  VR issues include the lack of a registered physical object with the virtual object and the limited ways for getting inputs to the system.  This poses difficulties because we rely on a combination of cues including visual, haptic, and audio, to perform many cognitive tasks.  The lack of haptic cues from a VE with purely virtual objects could hinder performance.
Given that most objects are virtual, can a system without motion constraints, correct affordance, or haptic feedback still remain effective?  Is it even possible?  These are some of the basic research questions that are being explored, and it is the system designers’ job to provide interaction methodologies that do not impede system effectiveness.  
4.2. VR Simulation Interaction
VR systems use simulations for a variety of tasks, from calculating physics (i.e. collision detection and response) to lighting to approximate real world phenomena.  Most VR systems require participant interaction to control simulation objects and the simulation itself.  For example, in a military solider simulation, the participant affects a soldier’s view and battlefield location and provides input such as pressing buttons for firing his weapon.

Many simulations focus on recreating realistic experiences for the participant.  Having a natural means of interaction improves realism.  However, this adds to the difficulty in high-quality VR interaction.  We can engineer specific objects, for example a prop machine gun with the trigger sensor connected to the computer, but that increases cost and reduced generality (the prop has limited uses in other applications).  On the other end of the spectrum, using a generic interaction device, such as a tracked joystick, might prove too different than the actual task to provide any benefit.

4.3. VR System Interaction
The third object of VR interaction is system objects, such as menus and dialog boxes.  As in traditional users of 2D or desktop 3D systems, VR participants need to execute commands such as opening files, changing system settings, and accepting incoming messages.  VR systems have unique issues dealing with the following:

· First person perspective of the environment
· Natural methods to present the system interface

· Desire to avoid lowering the participant’s sense of presence
· Accept participant input 

Most VR systems provide the system interface as virtual objects attached either to the virtual environment (world coordinate system), tracked device (local coordinate system), or the participant (user coordinate system).  Attaching the system interface to the world coordinate system (the interface would appear as an VE object, such as a computer panel), provides a way to keep the interaction with the virtual environment (both virtual objects and the system interface) consistent.  But for some VEs – such as a solider simulation – the scale (large distances) or the subject matter (realistic combat) do not naturally lend themselves to such a system interface.
Attaching the system interface to a tracked device, such as a participant-carried tablet or mouse, allows the system to provide a consistent virtual world.  Previous studies have shown the presence of a physical surface enhanced task performance over the purely virtual surface implementations.

Attaching the user interface to the user has the menus and dialog boxes appear relatively stationary to the user, even as they navigate around the world.  This is similar to implementing a standard 2D desktop interface in a 3D environment.  In this case, the interface is always within reach of the participant, but its appearance and integration with the rest of the VE is typically not as seamless.
5. Future Directions in VR Interaction

VR interaction is constantly evolving new hardware, software, interaction techniques, and VR systems; the topics covered here are by no means a comprehensive list.

New products, such as the Immersion Haptic Workstation, provide high quality tracking of the participant’s hands coupled with force feedback that will allow the participant to “feel” the virtual objects.  The improved interaction could enable VR to be applied to hands-on tasks that were previously hampered by poor haptic feedback.  
VEs populated with multiple participants (often physically distributed over great distances) have unique interaction issues.  In a University College London study, two participants, one at UCL (England), and the other at UNC at Chapel Hill, (United States of America), are tasked with navigating a virtual maze while carrying a stretcher.  How do the participants interact with a shared virtual space, simulation, and each other?  Researchers are interested in how important audio, gestures, and facial expressions are for cooperative interaction.

Combining several interaction methods might develop into solutions which are greater than a sum of its parts.  For example, the BioSimMER system seeks to train emergency response medical personnel.  The system interprets hand gestures and voice commands in conjunction with traditional interaction methods to interact with the simulation.  Researchers are also investigating passive techniques that use image processing and computer vision to aide in tracking and interpreting the participant’s actions and gestures.  
There is also research into new types of VR systems.  Hybrid environments – VEs that combine real and virtual objects – focus on providing natural physical interfaces to virtual systems as well as intuitive virtual interfaces.  There exists a spectrum of environments, from augmented reality – supplementing display of the real world with virtual objects – to mixed and augmented virtual reality – supplementing display of the virtual world with real objects.
Hybrid systems look to improve performance and participant sense of presence by having real objects registered with virtual objects.  Studies into passive haptics had major virtual objects, such as the walls and unmovable furniture, registered with stationary physical objects.  It was found that passive haptics did improve sense of presence.
New methods to navigate and interact with virtual objects are constantly being developed, and there are movements to formalize the description and evaluation of interaction technologies (IT).  This allows VR system engineers to make interface design decisions confidently and reduce the ad hoc nature of IT creation.  Formal evaluation also promotes a critical review of how and why people interact with VEs.
As the types of interactions grow more complex, higher order interactions with simulation objects are becoming a major research focus.  Interpreting the participant’s facial expressions, voice, gestures, and pose as inputs could provide a new level of natural interaction.  Also, participants will interact with more complex objects, such as deformable objects and virtual characters.  
As the hardware, interactions technologies, and software progress, VR system designers develop a more natural and effective means for participants to interact with the VE.  We believe improved HCI will allow VR to fulfill its promises in providing a new paradigm for humans to interact with digital information.
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