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Q1. (3 * 5 = 15 Points) Complete all three parts.

You must write a very brief explanation for your answer for each question (without the justification, you will get very little credit):

a) **Tick all that apply:**
   - All the problems in NP are known to be reducible to one another
   - All the NP-complete problems are known to be reducible to one another
   - All the NP-hard problems are known to be reducible to one another
   - All of the above
   - None of the above

**Answer:** The first part is false, second and third are true (since all problems in NP are NOT reducible from one another, viz. an NP-complete problem is not reducible to a P problem)
b) Using the Venn-diagram notation of representing relations between sets, please show the relationships between the following sets: $P$, $NP$, $NP$-Hard and $NP$-Complete.

For example, to show the relationship between sets $A$, $B$ & $C$ where $A \subseteq B$ and $A \cap C = \emptyset$ and $B \cap C \neq \emptyset$, we draw:

```
B

A

C
```

**Not drawing it - trivial**

c) Suppose someone proves that *some* NP-complete problems cannot be solved faster than $O(n^{289})$ time. Does that mean $P \neq NP$?

**Observation:** Note that this only gives a lower bound – this does *not* mean that he has actually given a $\Omega(n^{289})$ algorithm to solve it. For example, I can always prove that sorting cannot be done faster than $O(n)$ time (which is easily provable since for sorting, you need to read ALL the $n$ elements, which alone takes $O(n)$ time), but that does not necessarily mean I gave a $O(n)$ sorting algorithm.

False, since even if someone can come up with a $O(n^k)$ algorithm where $k > 289$, that would still mean $P = NP$. 

**Q2. (25 points) Mandatory:**

For an input \(<G,k>\) where \(G\) is an undirected graph and \(k\) is an integer, the **max-degree spanning tree** problem is to determine if there exists a spanning tree \(T\) (not necessarily minimum spanning tree) for \(G\) where the maximum degree of the vertices in \(T\) is \(k\).

(A degree of a vertex is the number of edges incident on the vertex.)

Prove that the **max-degree spanning tree** problem is NP-Complete.

*Hint: reduce it from the known NP-Complete Hamiltonian Path problem, which decides for input graph \(<G>\) if there exists a simple path covering all vertices, in \(G\).*

**Solution:** Catch is that Hamiltonian path itself is a max-2 degree spanning tree.
Q3. Attempt any 2 out of 3 subparts (2 * 30 = 60 points)

a) Prefix codes can be defined as a set of words such that no word of the set is a prefix of another word in the set. Prefix codes are usually used in encoding/decoding for message transmission. The problem is defined as follows. Given a set of messages $M_1, M_2, \ldots, M_n$ and a frequency vector $<q_1, q_2, \ldots, q_n>$ where $q_i$ indicates the relative frequency with which message $M_i$ will be transmitted, the expected cost of transmission is $\sum_{i=1}^{n} q_id_i$, where $d_i$ is the length of message $M_i$. Develop a greedy algorithm to construct an optimal binary prefix code that minimize the transmission cost. Prove the correctness of your algorithm. Apply your algorithm for coding the following letters.

Messages (each contains one letter): C, E, I, R, S, T, X
Frequency Vector: <11, 22, 16, 12, 15, 10, 14>

**Answer:** This question can be mapped to a binary tree. We are trying to find the minimal weighted external path. It’s of the same type with Huffman codes.
b) A generalized job sequencing problem is defined as follows. You are given \( n \) jobs and one processor. Each job \( i \) has associated with it a three tuple \( (p_i, d_i, t_i) \). Job \( i \) requires \( t_i \) units of processing time. If its processing can be completed by the deadline \( d_i \), then a profit \( p_i \) is earned. A feasible solution is a subset \( J \) of the \( n \) jobs such that all jobs in \( J \) can be completed by their deadlines. The value of a feasible solution \( J \) is the sum of the profits of the jobs in \( J \), or \( \sum_{i \in J} p_i \).

The objective is to select the optimal solution with the maximum value. Please design a backtracking based algorithm with a good bounding function to solve this problem.

**Answer:** This question is actually a subset-sum question. We can use a variable-sized tuples tree with a backtracking algorithm. For any node \( x \), the upper bound could be \( \sum_{i \in S_x} p_i + \sum_{j \in S_x} p_j \) where \( m = \max \{ i \mid i \in S_x \} \). The lower bound could be \( \sum_{i \in S_x} p_i \).
c) The convex hull of a set $S$ of points in the plane is defined to be the smallest convex polygon containing all the points of $S$. See figure below for an example. Develop an efficient divide and conquer algorithm for finding the convex hull of a set of two dimensional points. Derive the complexity of your algorithm.

Solution: Just refer to p.184 in the textbook