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Abstract

The Border Gateway Protocol (BGP) is tHe factointerdomain routing protocol on the Internet.
While the serious vulnerabilities of BGP are well known, rowrity solution has been widely deployed.
The lack of adoption is largely caused by a failure to find abe¢ between deployability, cost, and se-
curity. In this paper, we consider the design and perforrrafi@GP path authentication constructions
that limit resource costs by exploiting route stability.sBd on a year-long study of BGP traffic and indi-
rectly supported by findings within the networking commuynite observe that routing paths are highly
stable. This observation leads to comprehensive and efficanstructions for path authentication. We
empirically analyze the resource consumption of the prega@snstructions via trace-based simulations.
This latter study indicates that our constructions can cedialidation costs by as much as 97.3% over
existing proposals while requiring nominal storage resesir We conclude by considering operational
issues related to incremental deployment of our solution.
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1 Introduction

The Border Gateway Protocol (BGP) [39, 38] is the dominatgraiomain routing protocol on the Internet.
BGP establishes and maintains associations between IBsspdzfixeq35] (addresses) and source specific
paths to the autonomous systems (networks) in which thegereEach AS selects the best paths based on
the advertised paths and routing policy. However, the BGRoppl is largely devoid of any security [34, 43,
1, 27, 32, 4]. One critical vulnerability resulting fromshack of security allows an adversary to manipulate
paths adversely affecting the ways that destinations are rotded’here are ancillary attacks that are as
dangerous as those which attack routing path selectionalBecof a lack of security services, adversaries
are free to subvert the Internet interdomain routing intfrtecture and through it, manipulate the underlying
IP traffic. For example, addresses can be made unavailaplmd@ointing a denial of service attack), and
traffic can be rerouted through malicious networks and roomit (an attack on traffic confidentiality), or
directly altered (an attack on integrity). Because theszcls threaten the basic transport on which all
network communication relies, many regard this as one ofntbst vital security vulnerabilities on the
Internet.

While many approaches have been proposed to address BGRys&y 17, 30, 47, 5, 8, 18, 45, 44, 46,
52], none have been widely deployed. The lack of adoptioarigely caused by a failure by the community
to find an acceptable balance between cost and securityxkomde, the S-BGP protocol [17] offers com-
prehensive security by authenticating routing artifaetg.( prefix and path advertisements, withdrawals,
etc.) using asymmetric cryptography. However, the contymrtal and storage costs of performing strong
S-BGP style authentication are viewed to be prohibitive angnenvironments [5, 31, 9, 46]. Recent works
in BGP have sought optimizations that reduce these costsexemple, among others, these works have
used advanced cryptography [8, 9], out-of-band securityrffaxed guarantees [30], or address usage pat-
terns [21] to reduce security costs. In recent work, Zhad. eixploited the structure of the BGP protocol to
implement an AS-local optimization for path validation [5Zhis tuning of cryptography to match protocol
behavior in conjunction with advanced cryptographic téghes was notable in that it significantly reduced
costs over techniques like S-BGP. This work takes a simpar@ach, but instead attempts to exploit the
global use of BGP.

We argue throughout that optimizations that flow from comnpootocol use are most likely to be

effective. Our analysis of a year of global BGP traffic, supge indirectly by studies of BGP traffic [46, 3,



29, 22, 40], indicates a large degregoath stability That is, most paths remain stable for extended periods
and few “new” paths are seen. We study the 40 Route Viewslisgepoints [25], and found that in the
average case, less than 2% of prefixes were advertised usirggthan 10 paths, and less than 0.06% were
advertised with more than 20 paths during a single month.

The observed limited diversity and high stability of BGPhsaallows us to explore a range of efficient
cryptographic structures for path authentication. We ligyva formal model of path authentication in BGP.
We define and prove the security of our novel and efficientt&oia under this model. Our authentication
proof systems indicate the set of paths that an AS will anoewuring its lifetime. Associated with each
path is a collection o$uccinct validation proofsrepresented askensand released by the AS as evidence
of its authenticity. Token validation is amortized over jabofs associated with that prefix. ASes using
these constructions create long-lifetime cryptographiopsystems [24, 28] that validate all paths that they
are likely to advertise. Efficiently validatable tokens eefing current best paths are derived from these
proof systems and distributed throughout the Internethiway, the costs of heavyweight cryptographic
operations are amortized over many validations.

We further compare the computational cost of our solutiayerest other BGP security solutions via
trace-based simulation. Our simulations demonstrateotinatechniques reduce the costs through reducing
signature validations by up to 97.3% over proposed solstiand the storage costs at validating ASes are
nominal. Note that schemes such as signature amortizaioppsed by Zhao et al., and SPV [9], optimize
BGP in ways orthogonal to our solutions, and incorporathe could lead to even greater reductions in
computational costs. However, we defer the analysis ofdim §dvantage of these solutions to future work.

We begin in the following section by outlining the operatermd security requirements of BGP.

2 Interdomain Routing

BGP provides two essential servitethe mapping of address prefixes (eXp?2. 168. 0. 0/ 16) onto the
ASes that own them, and the construction of source specifits pa each reachable prefix. The interdomain
routing topology is defined by physical links between adjaokSes. Each ASriginatesthe prefixes

associated with a network by identifying and enumeratimegrtim an UPDATE message sent to its neighbors

IThroughout we refer to the AS to AS communication prota®GPgenerically as BGP. The intra-ABGP protocol governs
the way in which eBGP speaking edge-routers within an AS axgh routing information. iBGP is explictly outside the semf
this work.



Figure 1: BGP Path discovery - ASriginates the prefiy by announcing it to its neighbors (e.g., S
AS4 further propagates the prefix to its neighbors2A&hd AS3 after prepending its AS number to the
prefix. ASIL (highlighted) receives routes from A%ind AS3, and selects the best routg2(5}), which is
then propagated further (to A%nd others).

(adjacent ASes). Received announcements are recursivebatenated with local AS numbers [11] and
propagated, AS by AS, to form a routing path. This path (allted aroute) is used to forward network
traffic to the origin. Note that an AS may receive many pathafsingle prefix. The AS identifies the “best”
path using theath selection algorithmThe selection algorithm determines the best route by atialypath
length, policy, and other factors. Only the selected bett iggpropagated. IP traffic is routed, hop-by-hop,
based on the best path known by the AS. Figure 1 illustraigte rdvertisement and path selection.

Which route represents the best path is re-evaluated emehdinew route for a prefix is received.
Suppression of non-best routes prevents undesirablesrfraim polluting the larger Internet, and is a key
ingredient to the scalability of BGP. Recursive propagatd best routes ensures that every AS on the
Internet acquires a route for every reachable prefix. A raut@thdrawnwhen the AS discovers that the
prefix is no longer reachable.

The ubiquity of BGP is also one of its greatest weaknesseg. nlimber of ASes and complexity of
their interaction affords an adversary opportunities taitoo, disrupt, or manipulate the routing process.
The Routing Protocol Security (rpsec) working group of tB&F postulate a universe of possible effects of
routing vulnerabilities [2]. Traffic congestion, blackiimg, routing loops, slowed or prevented convergence,
instability, traffic eavesdropping, network partitionjrand increased delay were deemed the most damaging
consequences. The group’s analysis led to a statement efajenuting security requirements [37], and

more specifically, to requirements for BGP security [27]. &¥asider the vulnerabilities germane to current



work below and review broader classes of vulnerabilities solutions in Section 7.

BGP security concerns are often classified by the three btatebories of data exchanged [32, 4]:
signaling, prefix origins, and paths. Attacks on BGP signpfrustrate the session by incorrectly reporting
errors, masquerading as other entities, or by consumingi¢tien’s resources [27]. Authenticating an AS’s
right to advertise (originate) a prefix is essential to sieguBGP. Failure to perform this authentication
invites prefix hijacking: an adversary can steal addressespanply by advertising it [17, 42, 21].

This paper investigatgsath authenticationHu et al. identified the following classes of path attacKs [9
(a) path forgery- the adversary may attempt to forge paths in order to inflagracket routing,#) path
modification- an adversary may add, remove, or alter data in the path myp@l) denial of service an ad-
versary consumes a victim’s resources by sending spuriaiss, andd) worm-holing- in which colluding
adversaries create false AS to AS links. Note that the firstdlasses are attacks, whereas the second two
could be more accurately classified as consequences. Maramrm-holingis less of an attack on paths,
but more of an attack on the topology. The false topology gEad can be used to introduce incorrect paths,
even if a path validation approach is perfectly implemerted deployed. With the exception of soBGP [30]
(see Section 7), few security proposals address wormdnaisiit requires validation of BGP peering.

If an adversary can forge or modify routes, then it ¢tdack-holetraffic routed to it. To accomplish
this, the adversary announces a highly desirable routeighatident to the path, e.g., by advertising a
very short path. Traffic flowing to that prefix will be routedttee adversary and filtered. If the adversary
wants to destabilize the network while remaining relativelandestine, it can randomly drop a percentage
of the traffic (calledgrey-holing. Note that it takes few drops to vastly reduce the througlg@tween
the victim and the destination: each drop causes the coogestntrol algorithm to aggressively throttle
traffic [36]. Connection recovery is slow, and the attackaing advantage with little effort [50]. Paths may
also be manipulated to route traffic through malicious A®esrfonitoring [4]. That is, if an adversary can
redirect traffic (as above), then it can monitor, record,v@nemodify that traffic as it transits its network.
Furthermore, an AS'’s ability to filter or rapidly advertisedawithdraw advertisements leads to a range of

DoS attacks [27, 49] that may easily render targeted nesvankeachable.



3 Path Validation Constructions and Formalisms

In this section, we define what we mean by attestations ane maitestation tags and formally state their
security properties. Route attestation tags are veryairntlroute attestations as defined in[17, 16, 15] with
several minor differences highlighted in this section. \Wsuane that the reader has a general familiarity
with cryptographic primitives such as hash chains, haslesadnd digital signatures. These constructions
are explored in greater detail later in the section. We biegiine following subsection with a brief overview
of our approach to path authentication, and continue withrandl description of its semantics, operation,

and security.

3.1 Path Validation Constructions

We begin by introducing constructions for path authenticathat will be subsequently examined and eval-
uated throughout the rest of the paper. As indicated in tegigus section, any solution that secures the
path must provide at least the following simplified guarastean AS receiving a route must be ableijo
authenticate the source of an advertisemigrauthenticate that the ASes in the path advertised the athisp

in the order which they are listed (i.e., no ASes were addedrmapved), and) validate the times at which
each of the (sub)advertisements occurred. Note that iftyrdhé security guarantees are somewhat more
subtle, but these definitions are sufficient to motivate tiewing discussion.

Consider S-BGP attestations [17]. As shown in figure 1, a B@Rilser sending a route announcement
to its peer signs each announcement as it propagates dueasstivork. If the path to a given network prefix
changes, a new announcement is signed and sent to the peekaftple, assume that prefiX originated
by AS 5, is being advertised by AS 1, which knows two paths éodistination{2 5} and{3 4 5}2. In the

first time period, the attestation issued by AS 1 will be

[P’ {2 5}’ t1]52

If, in the next time period, there is a link failure between B8nd AS 2, AS 2 will readvertise its optimal
route as{2 4 5}. AS 1 will now arbitrarily pick between this route ag8 4 5}. If we assume tha§3 4 5}

is chosen then the attestation in this time period will be

2\We apply the convention that paths grow from right to lefthithe originating AS occupying the rightmost value in théhpa
vector.



[P> {3 4 5}7 t2]53

If there is a link problem between AS 3 and AS 4 in the next tiragqal, the route advertised by AS 1 will

now be

[P,{245},t3]s,

wheresS,, represents a digital signature issued for the route ati@stay ASn. The signature authenticates
AS 1 as being the verifiable source of the announcement. S-d&®BBuncements are recursively signed:
signed attestation proves not only that the peer vouchethéopath, but that each hop in the path also
vouches for the included sub-path. For example, assumeat i that AS 1 receives the paff2 5}; in

reality, the received attestation will have the logicahfior

[[[Pv {5}7 tn—2]55]P7 {2 5}7 tn—l]Sg

as originating AS 5 initially signs the path and AS 2 signg thrgginal attestation and itself as part of the
path vector for prefiX°. When AS 1 advertises this route, it will cumulatively sigreothe other attestations

and the new path vector, as follows:

H[HP’ {5}7 tn—Q]Ss]P7 {2 5}7 tn—1]52]P7 {1 2 5}’ tn]31

In this manner, the path can be recursively verified by vihdaeach AS path signature back to the route
origin. Finally, because the timestamp of each announceméncluded, replay attacks are avoided. Thus,
S-BGP attestations meet the requirements for path autia¢iot.

It is obvious to see that these attestations can be costlyaictipe: there are currently over 200,000
prefixes being advertised by 22,000 ASes in the Internet [IBis can lead to huge numbers of signatures
and validations at each AS. We now introduce several noyaloaghes that attempt to mitigate these costs.

One opportunity to optimize cost is through signature aggien. For example, we can exploit the
fact that paths are stable: only a few paths are likely to herided for most prefixes. We propose that
a hash chain20] be initially generated for each distinct path ass@tlatith a particular prefix. The first

value generated for each path is sent to the peer, with tlire enéssage signed. Aauthentication token



consisting of the next value in the hash chain for the new {gagkent to the peer whenever a different route
is advertised. The peer hashes the token forward to verdyitrarrives at the anchor value of the hash
chain. Hashing is approximately three orders of magnitadeef than a signature validation in software [9].
Thus, validation costs are greatly reduced. When the haain tlas been exhausted, a new announcement
containing all paths and the signed tokens is sent to the B8P Returning to the previous example, AS 1

sends all its paths in a single list, along with the tokensasgnting the hash chain anchors as follows:

P, {25}, 1365 (1)
P {245}, h355(z4)
P, {345}, h3%(z3)

P, {3425}, h3% (x4) p
- = 1

wherezq, x9, x3, andz, are the randomly-generated seed values for the hash claaitigefpaths{2 5},
{2 45}, {345} and{3 4 2 5, respectively”(z) represents a hash chain of lengttwith seedz, and
the hash chain length of 365 is an example construction peteane.g., representing a chain that generates
a token once a day for a yeait time t,,, the authentication token associated with that time paga@nt

that represents the route advertised at that time:

t; — h365_1(1‘1)
to — h365_2((£2)

tg — h365—3 ((Eg)

The token provides replay protection due to the infeagybdf generating a token representing a later time
value. Note that these three authentication tokens fulilldame security guarantees as their equivalent S-
BGP attestations, i.et; — h*6°~1(x) has the equivalent security guaranteef2 5},1]s,, etc. There

is a minor security loss that is contingent on the size of tihestruction parameter. Because a signature is
only generated when the hash chain is exhausted, a malip@erscan advertise any of the paths sent in

the aggregate signature with the appropriate autherdité&bken, regardless of whether it is optimal. There

3AS 1 also transmits lists received from each previous peeroaipn-signs those attestations as in the S-BGP example. We
omit the full details for clarity.



h((h(A+B)+h(C+D))+h(h(E+F)+h(G+H)))

h(h(A+B)+h(C+D)) h(h(E+F)+h(G+H))

25} {245} {345} {3425} ...

Figure 2: Tree construction for path aggregation. As in thieclonstruction, we assume that A has been
selected as representing the optimal path. Only the bladesiare hashed, and only the root is signed.
There arglog, n] hashes that need to be computed:fdeaves of the tree.

is no validation of routes until the next signature is getegta For example, a peer advertising patand
subsequently advertising palitcan again advertise even if it has been withdrawn by an upstream peer.
However, a peer can always suppress an advertisement withagiant of BGP; the additional threat posed
by an attacker advertising a pre-existing, validated patiminimal. The window for these threats can be
reduced by making the construction parameter smaller,eatdist of having to generate signatures more
frequently.

An advertising AS forwards not only the authentication tukéor its advertisement, but also tokens it
received for the included sub-paths. This provides botfiigation of the peer announcement and recursive
validation of all encompassed announcements back to tiginokiS. In this way, the approach achieves
similar security guarantees to that of S-BGP attestatiathgcannot be forged, sub-routes can be validated,
and the timing of the announcements can be validated.

While the preceding construction mitigates the computaticosts of recursively signed advertisements,
it introduces other resource costs. Because each sighediitins all paths associated with a given prefix,
the bandwidth and storage costs associated with procetsdsg lists may be prohibitive. For example,
current routers have exceedingly small amounts of availaihin memory [26], and hard-disks induce
considerably higher access latencies and often fall viatimore frequent failures.

As has been demonstrated in many domains, transmissiontamradjes costs associated with authen-
ticated material can be mitigated by using cryptograph@mopsystems, e.g., Merkle hash trees [24] and
authenticated dictionaries [28, 6]. Our tree path autbahtin construction is based on the Merkle hash
tree. In this construction, succinctset-membership proof is generated by the announcing peshaavn in
Figure 2, each advertised path forms a leaf in the Merkle ¥d®en a path is announced, only a hash of the

leaf’s sibling, the parent’s sibling, etc., up to the rootlapare required. The root of the tree is signed. The



computational costs are slightly greater than with theclisistruction, as a number of hashes proportional to
the height of the tree must be computed by the peer receilimgdth announcement; however, because of
the very low cost of hashing, the extra effort is minimal. Eenthe tree construction provides an attractive
balance between computational, storage, and bandwidth. d@sneration of hash chains for paths follows
the same process as with the list construction; the leavdsediash tree are associated with the generated
hash tree value, such that only the authentication tokeadsssary to be sent for each route announcement.

We now consider a number of alternate constructions baseugowarpaths are aggregated. In each
case, hash chains are generated for each path as descrined &lowever, we construct a different tree
whose structure relates to how aggregation is performedirtber amortize costs and exploit different
computational and storage trade-offs. We refer to the ambrdescribed above as fiefixscheme: the AS
constructs a tree where the leaves represent all of thadligtaths it advertises for that prefix. By contrast,
in the origin scheme, the AS constructs a tree where the leaves reprdisehthee distinct (prefix,paths)
pairs it advertises with the given origin AS. Th# AS construction creates a single tree where the leaves
represent all the paths the AS historically advertises. €ameview these approaches as simply as different
partionings of the paths an AS may advertise: pihefix scheme creates a tree with all the paths for each
unique prefix, th@rigin scheme creates a tree for every unique AS that originatesfia,mand theall creates
a single tree for all the advertisements that the AS emits.

Note that in both the list and tree structures, if a new anoeoment is received that contains a previously
unseen new path, representing a new path to a given prefianti@incement is sent to peers as an S-BGP
type route attestation. When the aggregate constructiengsent to peers, this new path will be part of the
aggregation. Hence, in the degenerate case where all mékepiaths are new, the scheme reverts to S-BGP
style advertisements.

We consider the stability of path advertisements in sectiomhe degree to which paths are stable will
determine how well the optimizations perform in practicee ¥¥plore the computational overheads of our
proposed approaches via trace-based simulation in sextidthile our scheme does not explicitly address
optimizations such as enumerating peer routes with bitove@s shown in [52], as they are orthogonal to

our goals, such methods can be employed to further reduickatrah costs.
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3.2 Attestations and Route Attestation Tags

In previous works, route attestations were defined as a sequ statements signed by routers using public
key signatures. Our route attestation tags are also a segjwémattestations by routers, but here we allow
the attestations to be more general public key autherditatiethods. In particular, an attestation may be
either a signature or set-membership proofSet-membership proofs are essentially signatures of lelerk
hash trees [24].

We first state several definitions that will be used below. kWgmtstate formally the definition of a set-
membership proof, its definition of security, and severalegles. Next, we defineraute attestation tagr
RAT as a sequence of attestations. Finally, we describe oumsghaes well as the schemes of S-BGP [17]
and Nicol et al.[31] as instantiations of the general set-Tipese descriptions are used in the subsequent
sections, where the performance tradeoffs of these schamesnpirically analyzed.

Note that Zhao et al. [52] incorportate the signature arnatitn scheme from Nicol et al., but also
include aggregate signatures as an additional optimizat&ggregate signatures can shorten the size of
signatures and reduce memory footprints, but do not aidlievirg the computational burden of signatures
and validations; accordingly, we strictly consider thensimire-amortization element of this work. Our
scheme may also benefit in terms of memory usage from aggregatatures, but the implication of their
use is left for future work.

The formalization below is general enough to capture noy onkr proposed schemes but the S-BGP
scheme and the scheme of Nicol et al. as well. At the same iine specific enough to allow for a
precise definition of existential forgery of a route anna@ment and a reduction to the security of standard
cryptographic primitives. Most of the material in this dentis based on prior work but the impetus is
to formalize the ideas sufficiently to present formal defom$ of validity and proofs of security. As seen
repeatedly in security research, there is value in havimmdb definitions of security and using them to

reduce the security of one primitive to another.

3.3 Notation

Let ASN = {1,...,2'% — 1} be the set of all unique identifiers for an Autonomous Syst@imese are
the so-called Autonomous System Numbers. #4$ pathis a sequence, possibly empty, of AS numbers.

Given a pattp € ASN*, letp;, i > 1, denote theth element in the sequence. Furthermorepfet: > 1,

11



denote the subsequence of the firslements ofp. For example, ifp = (23,1708, 229), thenp, = 1708
andp; = (23,1708).

In BGP, AS padding is allowed. That is, a legitimate AS path ftave a sequence of consecutive values
that are identical. This is equivalent to saying that BGBvedl paths with self loops (but not other kinds of
loops). We call a patalmost simpléf it has no loops except for self loops.

Let G = (ASN, ) denote the AS graph. A pair of AS numbéts, as) is in € if AS a; and ASay
have a service level agreement (SLA) to be eBGP neighborte tiat€ does not capture which pairs of
ASes have active eBGP sessions between routers at thetdimen That is, if(a1, a2) is in £, there may
be no current eBGP session between a routey iand a router iy, Nonetheless, the edge in the gragh
is maintained as long as the neighbors have an eBGP SLA. Apfattienotedopology respectingf every
edge in the path is also an edgedn

A route is a pair consisting of an address block and an AS p&lven an address block and a
pathp = (aq,as,...,a;), the router for b andp is written asr = (b,p) or asr = (b;a1,as, - ,ag).
Considering the latter as a sequengej > 0, denotes théth element of the sequence arﬁdenotes the
subsequence offrom r( tor;, inclusive. Note that, = b, and that fori > 1, r; = (b, p;), andrs = (b, p5).

These definitions will be useful when defining the cryptogiapnechanisms for protecting entire routes.

3.4 Signatures and Set-Membership Proofs

For completeness, recall the definition of a signature sehénsignature scheme consists of three functions:

1. arandomized generation algoriti@that takes as input a security parameter (e.g., the desingyh

of the output)and generates a public/private key far sk);
2. a signing algorithnt' that takes as input a secret kéyand a valuex and computes a signatuese
and,

3. a verification algorithn¥” that takes as input a public ke¥, a valuea, and a signature and outputs

“accept” or “reject”.

G, S, andV satisfy the following signature-correctness conditioor &ll (pk, sk) generated by> and all
stringsa, if o = S(sk, a), thenV(pk, a, o) ="accept”.
Before defining set-membership proofs, we first give the vatibn and intuition. We first note that

the “signer” for a set-membership proof must commit to thies of the set ahead of time. But having

12



done that, the signer needs only to perform one public keyasige computation and that same signature is
used to produce the set-membership proof for each eleméne aiet. Likewise, any verifier needs only to
perform one public key signature validation in order todate all the membership proofs for the elements
of the set. This can result in significant computational @i In our setting, such savings are dependent
upon whether the set of AS paths that a router in an AS annsunas time is sufficiently stable that the
router can optimistically commit to that set of paths (or pegset of its current “announcing” set) and not
require announcing too many paths not in that set. The sidestbility of sets of AS paths is studied
carefully in the next section. A comparison of computaticarad bandwidth costs of several varieties of

attestation follows in the subsequent section.

Definition 1. A membership proof scheme consists of a signature sctiéme, 1), and three additional

algorithms:

1. The set-tag functioff’ takes a setd and a random string, and produces two value$, = 7, denoted

the set tag, and’} = k., denoted the set-tag key.

2. The membership-proof algorithid takes as input an elememtand a keyk, and outputs a string,

denoted the membership proof.

3. The set-tag-extraction functidi takes as input an elememtand a stringr, and outputs a string.

T, P, andFE satisfy the following correctness condition. Forallall setsA4, and each elementof A,
if T(A,r) =r1,k, andP(a,k) = m, thenE(a,7) = 7. In other words, this says that for each element of
a set, if a membership proof for the element is created usiegimate set-tag key for that set, then the
string extracted from that membership proof will be thetiagate set tag for the set.

A signer uses a membership-proof scheme as follows. ForengietA, the signer first computes
T(A,r) =T, k;. It then computes(sk, 7) = o. At that point it can makéA, 7, o) public. It storeqr, k)
in memory (i.e..,k, remains secret). Given a set tagand an element, wherer is a set tag previously
computed, the signer creates a membership proof by firsévielg k- from memory and computing the
membership prooP(a, k) = 7. The signer then makesandr public.

A verifier uses a membership-proof scheme as follows. Givepublic key of the signer and an element
a, a purported membership proofand a set tag and its purported signaturer), the verifier first computes
E(a, ) and verifies it is equal te, then runs the signature verification algorithntpk, 7, o). The verifier

accepts ifi accepts.

13



Definition 2. A signature scheme ig, 7', ¢) secure against existential forgery if it also satisfies thie-
ing security requirement. An adversary is allowed to B€message, signature) pairs where the messages
can be chosen by the adversary adaptively. No adversaryngiimtime at mosfl’ can generate a message,

signature pair that passes the verification except withaiyiiby at moste.

A set-membership proof is defined similarly. It consistshwée functionsG’, S’, andV’: 1) a random-
ized key generation algorithi®@’ takes as input a security parameter (e.g., the desirechlefghe output)
and a set of elementsi, and generates a public/private key p@k’,sk’); 2) a signing algorithms’ that
takes as input a secret kel/, a set4, and an element of the set and computes a set membership proof
m; and, 3) a verification algorithriy’ which takes as input a public key’, a valuea, and a proofr and
outputsacceptor reject Note that ifa is not in A then S’ outputs_|.

G', S’, andV”’ satisfy the following correctness condition. For dland all(pk’, sk’) generated by on

A, and all strings: € A, if 7 = S'(sk’, 4,a), thenV’(pk’, a, 7) = “accept”.

Definition 3. A set-membership proof schemgis T', €) secure against existential forgery if it also satisfies
the following security requirement. An adversary is allowe ask for public keys to be generated for sets
of its choosing. The adversary is then allowed to see theasiges fork (set, set element) pairs where the
pairs can be chosen by the adversary adaptively. No adyensaning in time at most T can generate a

(signature, set element, public key) triple that passefication, except with probability at most

The above definition of a set-membership proof scheme mayduified to include ancillary informa-
tion about the set. That is, the signing algorithm may be fiemtiito include this ancillary information
about the set as input. If this is the case, the verificatigordghm must be modified as well to include this
ancillary information for proper verification.

A secure set-membership proof scheme can be constructedafisiecure signature scheme and a hash
function secure against second preimage attacks (for mrdtomain elements). The advantage of a set
membership proof scheme over a signature scheme is thaadtiqer for both the signer and the verifier,
the expensive public key computations need only be done andehen cached for any given sétThis
efficiency comes at the price of larger space requirementadunote that the size of the membership proofs
can be made logarithmic in the cardinality of the set. An eglenof a set membership proof system is the

combination of Merkle hash trees and public key signatusda the example above.

“This is not transparent from the abstract description oftareenbership proof scheme above. A formal description ota se
membership proof scheme that explicitly breaks out theipliely computations is cumbersome and omitted here for tyrevi
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An important property of a set-membership proof scheme gbllgjht is that the signer only needs to
computel” and.S once, regardless of how many set elements it will eventaigpute membership proofs
for. That is, the cost of one public key signature computatian be amortized over the cost of many set-
membership proofs. Likewise, a verifier needs only to runsijeature verification algorithm on one valid
(r,0) pair. It can cache the positive result usin@s a key. Subsequent membership proofs with set tag
T require only the verifier to rud, which is not a public key algorithm. Thus, the cost of oneljoukey
signature verification can be amortized over the cost of ns@tymembership verifications. In subsequent
sections, we analyze the amortization savings that candbieed in practice on real BGP data streams.

Note that a membership proof scheme can be used as a sigseeme by settingl to be a singleton
set.

We remark that an expiration time or validity period can bpased on the membership proof system of
a set by computing as a signature of both the set-tag and an expiration timelioitygperiod, respectively.

It is well known that these membership proof schemes aresdécithe sense above if the primitives on
which they are based are secure; that is, if the signatuecigs against existential forgery, the functipn

is one way, and the hash function is second preimage refistan

3.5 Route Attestation Tags

An attestation by an identity about a stringv is denotedA(x; «). An attestation is either a secure signature
signed by the secret key afor it is a membership proof af by the identityz (using the secret key af).

We will denote an attestation hyabout a strings to an identityy by A(x; 3 : y). This is just an attestation
A(z; o) with o = 3 : y. Attestations may also have timestamps or expiration tifilese may be used, in
part, as anti-replay mechanisms. For purposes of expositie do not include timestamps in the notation.

We defer discussion of replay to later in this section.

Definition 4. For a given route we defineraute attestation tagr RAT, as follows. ARAT takes as an

input a router = (b, p). RAT (r) is a sequence of attestations defined recursively as fallows

RAT(riS) = RAT(Tf_l), A(pi_l;rf : pi)

fori = 2,...,|p|. The base case BAT(r7). This is the origin authentication tag, or OAT, for ownegshi

of the address block, = b by the AS with identifierp;. The semantics o AT'(b,a) were discussed
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extensively in [21]. Briefly, th& AT'(b, ) includes: a.) a chain of attestations from IANA to an orgaticn
O attesting to the fact that the ownership of the address hidws been delegated ; b.) an attestation
by IANA that it has assigned the AS identifierto O; and c.) an attestation by that it has assigned the
address block to AS a.

As an example, lep = (a1, a2, as,aq). Then

RAT (b;aq,az2,a3,a4) = OAT(b,aq),
A(al; (b; al) : a2)7
A(ag; (bya1,a2) : as),

Alas; (byar,az2,a3) : as)

Note that the final attestation IRAT'(b; p) is by the second to last AS in the path, i.e., by AS_;.

A RAT is valid only if all of the associated attestations are validl theO AT is valid. Note that
RAT's as defined here are nearly identical to the definition oferaitiestations defined in [17]. The only
minor differences are the inclusion of the origin authaten tag and the slight generalization to allow
both signatures and set-membership proofs in the indiViduder attestations.

We denote the concatenation of a route: (b; p) and an AS: by r.a, where this is just the route given

by the pair(b; p.a), i.e., the path of- extended by one hop ta

Definition 5. A router = (b,p), and an accompanying AT (r.a’), when received in an update over an

eBGP session by a router in ASs considered valid only if:

1. a=2d,

2. p.ais almost simple,
3. theRAT of r.a is valid, i.e., the paifr.a, RAT (r.a)) validates, and

4. the route was received over an authenticated eBGP segisioarouter in ASe* wherea* must equal

the last AS in the AS path, i.e.,a™ = py,.

As defined above, a router that announces its new best AS pathdiven address block to all of its

neighbors must send a slightly different attestation tdvaHdts eBGP neighbors. That is, to announce the
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router it must sendr, RAT (r.a) to an eBGP peer in Ag, andr, RAT(r.a’) to an eBGP peer in AG'

etc. At first glance this may seem unnecessary. Howeveerdift routers in the same AS may announce a
different best AS path for the same prefix. If when advenrgjsime router, the router simply attested to the
route up to and including its AS, it is easy to construct casasich upstream routers can forge routes [32].

A similar reason argues for the requirement that the prefirddaded in all of the attestations offaAT.
The alternative is to have the attestations in ##7" include only the AS path and to separately include
the origin authentication tag for the prefix and origin AS wéwer, such a scheme allows for the following
type of attack. Suppose a router in A%eceives routes for two different prefixes both originatgdA\S a,
e.g,(b; a.p.b) and(V'; a.p’.b) and the origin authentication tags bindih@ndd’ to . If the attestations in
the RAT's contain the appropriate AS path prefixes but are not redjireontain the address block, then
the router in AS can createR AT's that will validate for routes it did not receive. In this exale the router
can create a vali®R AT for (b;a.p’.b) and (V'; a.p.b), thus altering in an undetected fashion the routes for
the prefixed andv’.

Note that in order for a router in ASto check the validity ofR AT(r.a), it is not sufficient for the router
to simply have the certified value of the public key of its eB@dghbor that sent it the route. The router
must have the certified public keys of all ASes in order to khthe attestations of each AS in the route.
Here we assume a PKI provides each router with the certifibtqleys of all ASes. For a discussion of
such a PKI see [42].

We now address the issue of the security guarantee provig#dtelR AT construction. Intuitively, we
would like to say that as long as the attestation scheme msa@®iAT is not existentially forgeable, then
that RAT scheme is not existentially forgeable in the sense that aersary cannot create a valid (route,
RAT) pair that it has not previously seen. Unfortunately, it@ quite that simple. This is due to the fact
that every AS, including malicious ones, are able to extaeixtend valid(r, RAT'(r)) pairs sent to them
legitimately in several ways. For example, from a valid eoattestation for, it is easy to extract a valid
route attestation tag for each prefixiofi.e.,r> fori = 1,--- , |r|. This follows directly from the recursive
definition. As another example, if a router in ASeceives a valid paifr.a, RAT(r.a)), then a (possibly
different) router ina can compute a vali® AT (r.a.a’) for any neighboring AS:’. This is due to the fact
that RAT (r.a.a’) = RAT (r.a), A(a;r.a : o') whereRAT (r.a) is given to ASa and A(a;r.a : a') is an
attestation by: itself. Moreover, since AS padding is allowed in BGR;an form valid RATSs for the form

RAT(r.a'.d’) for any neighboring AS’ and anyi > 1, wherea® is a repeated times. Let us call these
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extensions of a RATransit extensions

Below we will define all possible transit extensions of a giwet of routes. Then we will show that if
the adversary can compute a valdiT for a route that is neither in the set of routes for which it basn a
valid RAT, nor in the set of its transit extensions for those route=) the adversary must have computed
an existential forgery of an attestation.

Let P be a set of AS paths. Since all “good” routers check whetheath [ almost simple, as-
sume without loss of generality that all the pathsArare almost simple. Denote the transit extensions
of P by z as TE(P,z). We define it iteratively as follows. First, for eaghc P all of the prefixes
of p are added toT'E (P, x), including p itself. Now, for eachp € TE(P,x), except for those that
containz, add the sep.{z}* and the sep.{z}*.Q, . to TE(P,z), where{z}* = {z|i > 0} and
{z}T = {2'|i > 1}. HereQ,, is ASN minusz and minus the ASes ip and is defined so that all
of the extensions are almost simple paths. As an example, & =, x,d, ) is in P, then we first add

(a),(a,b),(a,b,x),(a,b,x,z),(a,b,x,z,d) to TE(P,z). Next we add the following paths t6F (P, x)

(a), (a,x), (a,z,x)..., (a,b), (a,b,x), (a,b,x,z)...,
(a,z,b), (a,z,x,b)..., (a,b,z,c), (a,b,x,z,c)...,
(a7 $7 C)7 (a7 $7 :L" C) et (a7 b? '/E? d)7 (a7 b? '/E? '/E? d) AR

Note that as defined’E (P, x) containsP.

Definition 6. A secureRAT is defined as follows. An adversarial ASis given access to AT oracle.
That is,z can query theR AT oracle on routes of its choice in a dynamic fashion and receRe\ T (r) for
each of its queries. L&P be the set of such routes. RAT forgery byz is a valid (r, RAT (r)) pair for
somer not in TE (P, x), the set of transit extensions Bf A RAT is secure if no time bounded adversary
with access to & AT oracle can compute RAT forgery except with negligible probability. This definitio
of security can be parameterized in the standard fashiontinyeabound, a query bound, and a probability
bound but we omit the details of this parameterization hdreese definitions lead to the main security

lemma forRAT's.

Lemma 1. If z has a strategy for efficiently computing?AT forgery then there is an efficient strategy for

computing an attestation forgery.
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Proof. Let P be the set of paths for which the adversarias received validR AT's. By definition, from
this set of RAT's, x can compute a valiRAT for each path in the transit extension Bf TE(P,x).
Let (r, RAT (x)) bexz’s RAT forgery. That is,(r, RAT(z)) is a valid (route,RAT) pair butr is not in
TE(P,x).

Let s be the route inl'E (P, x) that has the longest matching prefix witbf all of the routes inl'E (P, x)
and letp be that matching prefix path. Note that the constructiof B{ P, =) is such that all of the prefixes
of s are inTE(P, z) and thusr cannot be a prefix of. Thus, eithers = p is a prefix orr, in which case
|s| = |p| < |r|, orry = s5, = pands, 1 # rjy+1- By definition, p,| = 7, is the last element of the

prefix.

<

pl+1 from the RAT for r just via the recursive

Note that adversary can extract easily R T for r
definition. The last attestation iﬁAT(r@Hl) is simply A(7; r§)| CTp|41)-

By definition ofp and the fact that:| > |p|, r isnotin TE(P, x). Hence,A(r‘p‘;ré‘ L 7|p|+1) IS NOt

<
[p]+1
inany RAT (q) for ¢ € TE(P, x). ThusA(r‘p‘;ri‘ : T|p|+1) IS an attestation forgery under the condition
thatr, # . (Clearly, ifr|,| = z, z can legitimately computﬁ(gc;r@| CTpl41)-)

We now argue thap, = r|, # x. To see this, suppose that in fagf = x. Then all extensions of
by one ASa such thap.a is almost simple are also iIfE (P, z). But in such a casg.a must be a prefix of

r for somea, contradicting the maximality qf. O

The implication of the lemma is that if the attestations a&euse as per the definitions above, then the
route attestation tag will be secure as per the definitiowab®he security lemma and proof can be easily
modified to include security parameters. That is, the abewaria can be extended to give the security
parameters of th& AT scheme as a function of the security parameters of the wilgdttestation scheme.

Note that the adversarial model and proof of security areecgtiong. They allow an adversarial AS
to seeRAT's for any routes of its choosing including, for example, esuthat do not correspond to actual
topology and routes that may have already transitadd continued for several more hopsz lis colluding
with another AS, it may indeed be able to see the Igktéfl’s. The security model protects against forgeries
even with this type of collusion. It is better, of course, t@estimate the power of an adversary since it
is always difficult to bound the information that a deterndgira@lversary can uncover. Even with this more
powerful model, the security dR AT's reduces to the security of the underlying attestations.

It is possible to capture the case of several ASes colluditiy definitions and a security lemma similar
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to that above. However, the definitions are more complex amdmitted here. But, intuitively suppose a
set of adversarieX is given valid RAT's for a set of path® of their choosing. The transit extensions of
P, TE(P, X), consist of all of the almost simple paths for which the adages can derive vali® AT's
from the validR AT's for the paths irP. If the adversariex can succeed in computing a valid (route{T’)
pair for a route not inTE(P, X) then they have succeeded in computindR 47" forgery. As long as
it is computationally difficult to forge an attestation witlon-negligible probability, it is computationally

difficult for the adversarieX to compute aR AT forgery with non-negligible probability.

3.6 Replay Attacks

The security discussion above does not take into accoulayreftacks. One approach to prevent replay is
for the sender to concatenate a strictly increasing valioetive messages that it is authenticating and for the
verifier to keep the largest value seen thus far as state {acard items that have value less than or equal to
it). Unfortunately, BGP announcements currently do not/jg® enough information to make this approach
work. For example, different routers in an AS can choose aimbance different best paths for the same
prefix. Thus an upstream router may hear different paths foefix with the same AS in the AS path. Thus,
even if time stamps are securely bound to each AS in an AS ttele is no guarantee of monotonicity of
the time stamps even under normal operation.

The approach proposed by S-BGP [17] is for a router to inchrdexpiration time in each of its attes-
tations. When the expiration time is passed, the attestégimo longer valid. Since AT is only valid
if all of its attestations are valid, RAT times out whenever any one of the attestations inRA&" times
out. If a (route,RAT) pair is about to expire due to the expiration time of a giveuter, that router can
re-announce that route before expiration with a new expingtme. While this does not completely defeat
replay attacks, it does limit them to a well-defined vulndigowindow. However, there is an operational
tradeoff with security. If the vulnerability window is toamsll, the number of route announcements may
become excessive. A validity time that achieves a reasertedileoff is likely to be on the order of several
hours, but a detailed engineering analysis is required ttthgetime properly. We assume a modicum of
loose time synchronization among routers, and paramatgnizcan help to determine the optimal window
size for minimizing replay attacks while allowing for closkew in routers issuingg AT attestations. Our
attestations an® A7's will follow the S-BGP approach.

A small change must be made to our prior set-up to allow foesitamps to be included in attestations.
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Definition 7. ConsiderA(a;;r; : a;+1]c;) as an attestation by; of the string(r; : a;41|c;) whereg; is
consideredancillary information Of course, to verify this attestation, the verifier needs public key and

the string(r; : a;+1|c;). Thus, we modify the recursive definition off@AT slightly as follows:

RAT(r7) = RAT(r7 ), A(pi—1; 75 : pilciz1), ci1

Using this definition, it is easy to see that, along with theteo- itself, RAT'(r) contains sufficient

ancillary information to verify all of the attestations Wit the RAT.

3.7 Topology

As discussed above, although topology is not taken intowadda the definition of a securBAT, topology
does enter the picture in the fourth requirement for a vatidte, RAT) pair; that is, the pair must have
been received over an authenticated eBGP session withex InWAS ax whereax is the last AS in the path.
The requirement as stated only verifies a local topology itimmd i.e., an eBGP neighbor relationship. The
intent of the requirement is to achieve routes that are tmpotespecting, as defined above. If every “good”
router obeys the four requirements the intent is nearlgfadi. The only deviation from topology respecting
routes that can be achieved is by a coalition of adversaresmay create arbitrary almost-simple subpaths
amongst themselves. Even in this case, however, when the emerges from the adversarial coalition,
each good router that hears the announcement will enfoeceettacity of the edge from the coalition router
and all subsequent edges will be topology respecting.

It is possible to strengthen requirement 4 of Definition 5 imanner similar to soBGP[48]. Using an
in-band or out-of-band mechanism, routers can send sigiadehsents attesting to their AS number and
those of their eBGP neighbors. In this manner, each routentntain a relevant view of the BGP graph.
Requirement 4’ is then simply thatis topology respecting with the respect to the certified eB@§es
in the router. Of course, the coalition of adversaries cédhcseate arbitrary almost-simple, topology-
respecting subpaths amongst themselves. The main diffiereaetween 4 and 4’ is that effectively, the
coalition must publicly commit to their subgraph ahead ofei Whether this commitment sufficiently
narrows the vulnerability enough to warrant the dissenonatf certified eBGP edges is a question for

further study.
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3.8 Constructions

In this section, we describe the attestation schemes us8eBgP and Nicol et al. In addition, we propose
a different attestation scheme and several variants. Sd@®@&ations include a validity interval= [¢,, t.)
and are denoted (a;;r : az|l) As noted before, the S-BGP attestations are implementecpabli key
signature. Thatis4(a1;7 : ag|I) = I, 0 whereo is the signature of the string: aq|I using the private key
of an ASaq;.

Both the Nicol et al. scheme and our schemes are based oregdbarship proofs. Nicol et al. make
crucial use of the fact that BGP-speaking routers do notimootisly send BGP updates to their neighbors.
Instead, BGP-speaking routers group route updates ine806nd intervals, and only send these updates
to their neighbors at the end of the 30-second interval. Fgiven router in ASq, defineR, to be the
set of all tuples(r : a’) such that route is sent by the given router in an eBGP update to a routet in
in the 30-second interval ending at time The routers in this scheme create set-membership proofs fo
the setR, for each timet that ends an interval. As discussed previously, ancillafgrmation can be
included in a set-membership proof. In this case, both the 6f the update and the expiration time of the
announcements. are included. Letr, be the set-membership proof fare R;. Then for eachv € R;
the attestationd(a; [t t.)) is simply (ma, [t,t.)). Since the router is sending the attestations for each
a € Ry, this set of attestations can be more parsimonious thanolfextion of individual attestations (we
omit details for brevity). Nonetheless, as (route, attésta pairs for routes representedi are forwarded
downstream in the appropriafeAT for an extension of the route, the amortized length of theodimg) of
(m) will increase. This is because fewer and fewer of the atiestafor elements oR; will be included
in downstream updates.

Our scheme is similar to Nicol et al. in that we also use sanbership proofs. However, the method
with which we choose to aggregate updates into sets is elifferAssume for now that a router in AS
knows in advance all of the routes it will send during timeemtl I = [t,t.]. Thatis, let7; be the set
of all tuples(r : a’) where the route: was sent by the given router to a routerainwithin the intervall.
Within the intervall, when the router needs to compute the attestation 5|7), for 5 € 77, it computes
the set-membership proaf from 3, 77, and ancillary information/. The attestation fog is (7, I). Of
course, a router cannot know in advance all of the routedlit@geive in an interval. However, as we will

show in subsequent sections, for BGP updates, the pastiityaafecurate predictor of the future. Thus the
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set7; is an approximation based on past history of the routes tileb&needed for updates in peridd
When the router needs to send an attestation for a route At insimply computes an S-BGP attestation.
If 77 is required to have a maximum size bound, as it must, thee #rera variety of caching strategies for
maintainingZ; from one interval to the next.

As we will see, for reasonably sized intervdisthe set7; can get quite big. Howevefl; can be
partitioned into smaller sets in a number of ways, and thegt-snembership proof scheme can be applied
to each set. This affords a time-space tradeoff. For exgnigleall address blocks in tuples in7;, let
Ty, be the tuples that have address bléckn what we denote thprefix schemethe router creates set tags
and set-tag signatures for eagfy;. And the attestations are membership proofs for the apiatepset and
member of that set. In another variafff, is partitioned according to the origin AS. That is, we deflyg
as the elements dof; that share the same origin AS. The scheme based on thisgaitidenoted therigin
AS scheme

A final variant of our scheme allows the expiration time of estation to be different from the expi-
ration time of the set-tag signature. For example, supp@spastition into k£ subintervals. Let the set of
intervals belC. Using the origin AS scheme as an example, for €ach the router creates a proof system
for the set7, ; x K. Note that since the size of membership proofs can be made koglarithmic in the
size of sets, this only addsg || to the length of the membership proofs. In this case, theubudpan
attestation is the same as above plus the particular swahtgsed. That id is used in the public key
signature validation of and the subinterval is used to encode the leaf that the vamifist use.

Note that for every address block includes an empty patfi;in Within our setting, we consider a
withdrawal of an address block to be denoted by a route ddearént of that address block with an empty

path.

4 Path Stability

This section analyzes the central hypothesis upon whicleiytographic constructions are based: the set
of paths for a prefix or emitted from an AS are small and stabéx ime, i.e., ASes exhibit path reference

locality. The following experiments evaluate patansity(number of distinct paths observed from peers
and other points across the Internet) amtability (rate of discovery of new paths). In these experiments,

we examine data from the 40 listening points of the Route Si28] BGP repository. Each listening point
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Figure 3: Tail mass - CDF of tail mass for 40 Route Views ligtgrpoints during February 2004.

| Tail Mass Test] Min (LP) | Median (LP)| Max (LP) |
Prefix (»=10) | 67 (#23) | 1,178 (#8) | 17,784 (#40)
Prefix (n=20) | 0 (#23) | 63 (#17) | 3,027 (#40)
AS (h=10) | 163 (#23)| 1,135 (#8) | 4,967 (#40)
AS (h=20) | 10 (#23)| 142 #8) | 1,701 (#40)

Table 1: Listening point tail mass
dataset represents a transcript of all UPDATE messagewseddsy that monitored AS. point).

We are not the first to characterize path stability. Othetiegiuse the available BGP data to investigate
the number of unique paths to a prefix assuming connectwityo listening points over a single day [9], to
estimate the number of cryptographic operations requoedrifix validation [46], to establish a delegation
hierarchy [21], and to examine address allocation andmgutible growth [3], scalability of router mem-
ories [29] and table fragmentation [22], or to ascertaindtadility of popular routes [40]. We found these
past analysis instructive but incomplete for our purpo$éese analyses focused on instantaneous table size
or growth over time, or considered only a small subset of yesfi The current work required a characteri-
zation of total unique paths an observer sees per-AS anprpBr-on a continuing basis. Hence, while past
studies largely focus on growth trends, our analysis reguarfiner characterization of pathurn Detailed
below, these requirements prompted the study of AS/ptafixnassand pathrates of discovery

We begin our analysis by usirtgil massto measure path stability. Tail ma8%(k) is the number of
unique values above a threshdidencountered by observér This study is concerned with number of
unique paths, so we calculate tail mass as the number of @safixASes that have more thamnique path

vectors associated with them. Intuitively, tail mass shbaww many prefixes or ASes have a “large” number
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Figure 4: CCDFs of unique paths per prefix mddgure 5: CCDFs of unique paths per AS mea-
sured from multiple Route Views listening points, fékred from multiple Route Views listening points, for
February 2004. February 2004.

of paths associated with them (as defined by a threshpld he following is based on the analysis of the
217,707,968 updates observed by the 40 listening pointegl&ebruary 2004.

Figure 3 shows a cumulative distribution function of thefprand AS tail masses of each listening point
when the threshold is 21£20). A striking aspect of this data is its density, where 8@Rthe listening
points have a tail mass less than 500, and 67% have mass#sale&00. This indicates significant stability
at the listening points.

Table 1 summarizes the most, least, and median-stablaifigtgoints as represented by tail mass,
measured across several experiments. The data suggeditatarepresentativdistening points as models
for minimum, maximum, and typical stability. As such, weesgllistening point 23 (204.42.253.253) as
maximally stable (i.e., has the smallest tail mass), pan84.209.156.1) as minimally stable, and point 8
(147.28.255.1) as typical in the following experiments.

We now use the representative listening points to more lglaseutinize path stability. Figure 4 shows
a CCDF for the unigue number of paths observed by the lisgep@int associated with various prefixes.
In the average case, less than 2% of prefixes have more thaat® gssociated with them, and less than
0.06% more than 20. In the worst case, 15.3% of prefixes have than 10 unique paths, 2.57% have more
than 20, and 1.17% have more than 25.

Figure 5 shows a CCDF for the observation of unique paths byB¥8ause the number of ASes a
listener sees is little more than 10% of the total number efipes seen, we would expect that the number

of unique paths per AS would be correspondingly larger thahe per-prefix case. However, the difference

25



is not as pronounced because many prefixes originating fnensame AS will have the same path. This
vector will be countead: times forn different prefixes, but only once if they all originate frohetsame AS.
For the average case, we found that 6.90% of ASes have mard.@hanique paths for at last one prefix in
the AS, and only 1.00% have more than 20 unique paths. In orstwase, 33.2% of ASes have more than
10 unique paths, 11.1% have more than 20, and 5.17% have hzor&0.

The path lengths for the minimally stable listener (81.288.1), as illustrated in Figures 4 and 5, are
considerably longer than for other listeners. Doing a WHDI&up against the RIPE database shows that
the block 81.209.156.0/24 is used for loopbacks and poipwint links within the USA, and is owned by
LambdaNet Communications Deutschland AG, of Hannovenr@ay. A traceroute to the IP address shows
the router labeledic- 1. us. | ambdanet . net , implying that it is located in or around Washington, DC
(the next-to-last hop is labelegks hbur n, likely referring to Ashburn, VA, making this assumptiorapt
sible). It is not clear, however, why the router would see smynmore unique paths. We posit the route
filtering of it and its peers followed a different policy fromost other routers, or perhaps there are other
factors at work. More study of this listener and its AS hom&2@7) may yield answers as to its unusual
behavior.

A final series of tests assess the stability of the set of ebdgpaths. Centrally, these tests attempted to
estimate listening poimates of discoveryThe experiments compute the frequency with which new paths
observed. We classify newness with respect to the AS (new\WieAS has never advertised the particular
path before) and prefix (the prefix has never been advertisidthre path). Using the previously defined
listening points, we examine the period between Januar 200 March 2004; the rates of discovery are
shown in figures 6 and 7.

Two trends emerge from this study. First, there is nearlyraerof magnitude difference between the
number of new paths discovered per AS versus per prefix. AnakShave many different prefixes, each
advertising the same AS path. Hence, when classificatioong thy origin AS, the path is only counted
once, versus times forn different origin prefixes. Although difficult to observe ine figures, a second
trend shows strong discovery periodicity. We found thatl@gperiods of little discovery corresponded to
weekends. The network is at its most stable on the weekeddemce little activity was observable in the
BGP feeds.

The preceding results support our intuition that the setrmiwkn paths are not only stable over time,

but the amount of churn between known paths is relativelisiiat is, the paths observed in operational
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environments are enormously dense and stable. Hence, ithare opportunity to exploit the reference

locality. We explore how our constructions use this factpliement efficient security in the next section.

5 Evaluation

In this section, we evaluate the efficiency of the constamgtidefined in the proceeding sections via trace-
based simulation. We compare our solutions against S-B@mswmariants, and draw general conclusions

about the effectiveness of the proposed optimizations.

5.1 Experimental Setup

Developed specifically for this work, thEasimsimulator models a single AS on the Internet and measures
the computational and bandwidth costs associated with d@lidation of received paths. Computation is
measured by the number of signature validations, which dataiall other computational costs (e.g., buffer
handling, etc.) making them a good cost approximation. Thelations measure the amount of bandwidth
consumed by the received proofs, but do not consider banklwithsumed by other non-security related
bandwidth costs (e.g., control traffic). We do not simulatedosts associated with the generation of proofs.
Because structures are signed with low frequency (days3ethosts will be dominated by validation. The

simulations reported in this section use BGP update dakeotet! during January 2004. Based on the results
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from the previous section, we ran simulations for the “tgpidistening point (47. 28. 255. 1).5

We simulate S-BGP route attestations and the signaturetaataon scheme proposed by Nicol et
al. [31], which groups route updates into intervals and semden the 30-second BGP timer is triggered;
these updates are signed over a Merkle hash®red/e contrast these schemes with simulations of our
constructions: the prefix scheme, origin AS scheme, and IthsSapaths scheme as defined in the pre-
ceding section$. Each timed UPDATE in the trace data is played back to the sitedlBGP router and
processed according to the simulation solution. Unleseritesl otherwise, all tests in this section assume
that received signatures are hashed and kept in a 16 MB cdelseriped in further detail below), with
simulated tree-based proof systems regenerated everyu?dg &iod authentication proofs issued every hour,
absent changes requiring new attestations or signatutes generated (e.g., a change in the best path to a
destination, or the addition of one or more new paths to tlie @mbership set).

The simulation of our tree-based proposed schemes reduimegledge of all the paths advertised by
an AS, which cannot be determined from a single listeningnip@r even by the entire 40 that comprise
the Route Views corpus of data). One observation we makeatsath are likely to see more unique paths
from those ASes we are closest to. We approximate this bynmasguunique paths comprise 7/8 of the
paths observed from those ASes one hop away, 6/8 from ASekdpmaway, etc., and adjust the tree size
appropriatelyy More precisely, ifu unique paths associated with a proof system for arhABps away are
seen, the proof system size is approximated ta(2— //8), e.g.,h = 3,u = 16 — s = 16(13/8) = 26.
Note that an over or under estimate will affect the simuladea of the proofs, but will not impact the

amount of computational resources needed to validate them.

5.2 Simulation Results

Our initial simulations compare computation and bandwidthge. Figure 8 shows the number of signatures
used by each scheme. S-BGP consumes the most computaéisaataes validating signatures. The Nicol

optimization effectively reduces these costs by half. Tdrigp is due to the amortization of signatures

SWe repeated the tests in the most and least stable listenintspln all cases, the costs scaled with the number of enpaths
and rates of discovery as discussed in the preceding section

®As previously mentioned, we do not model the aggregate Bigemintroduced in [52] as these optimizations are orthajo
to our main goal in comparing constructions; such optiniizet are considered for future work.

"We simulated operation of the final variant of our schemeritest in section 3, where expiration time of the attestationld
be different from expiration time of the set-tag signatdrie results differed from our origin AS scheme by a smalldadtience,
for clarity we omit these results from the graphs.

8We conservatively chose 8, as we observed that paths of fommoce hops from the core were typically originated by stub
ASes.
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across the 30-second time period. Interestingly, thiscates that, on average, only a few paths propagate
through an AS in a given time period. Because of the sustdosel] the data lets us posit that optimizations
over short periods (such as Nicol et al.) are likely to be kffsctive than longer periods, even if the
latter may require more resources (e.g., large structumese retained state). The tree-based solutions
require fewer validations than S-BGP. The prefix solutiatuces the load by about 1/3. This is the effect of
amortization over prefixes. Prefixes are largely stable ffiedfew paths, particularly over short time scales.
Announcements for most prefixes will only be observed one fematimes per day. Hence, there is little
opportunity to optimize. Note, however, that schemes sgcBRV amortize costs in a fashion orthogonal
to ours. Using our constructions in conjunction with thoskeesnes could potentially reduce computational

costs even further. The remaining AS path optimization seedominate all others: the origin paths
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scheme represents an 86.3% reduction, and the all path88% 9&duction in signature validations over
S-BGP. In a given 24 hour period, the maximum number of sigeatencountered will be two times the
number of active ASes (assuming that all path proofs expserae point during the day, and are recreated).
The origin paths are somewhat more costly because theyp failly exploit the opportunity to amortize cost.

Hashing typically consumes vanishingly small amounts ofijgotational resources compared to signa-
ture validation; it is approxmiately 1,000 times fastemtRSA signature validation [9]. However, in some
schemes, hashing can be performed frequently enough paeittially impacts performance. For instance,
we found in theall-path construction, because the tree was so large, the commahtiost was equivalent
to one and a half signature validations. However, in all odases, hashing was dominated by the signature
validation costs.

Figure 9 shows thenstantaneous ratef signature validations, to model how many updates per tainu
are processed by the router for a three hour period at thatiegi of January 2004 (the time-scale has been
shortened to ensure readability of the graph). We found rbarsts where many validations are necessary
per minute, particularly in the prefix scheme (where on ayeraburst would require less than 30 signature
validations, but rare peaks would require a hundred or mofég origin scheme, which strikes the best
compromise between validations and bandwidth, generadjyires under 10 validations per minute, or one
every six seconds on average.

Figure 10 shows the number of validations required for thgirmscheme at the three listening points.

The listening point demonstrating worst-case behaviorahasmber of bursty points with significant num-
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bers of validations required; however, this burstinessigest in all schemes and is constant across listening
points.

Demonstrated in Figure 11, the bandwidth costs are largelyriverse of signature costs. S-BGP con-
sumed far less bandwidth than the other approaches, bettagmseerates small proofs. The prefix and
Origin AS approaches were significantly more costly, coriagn3.35 and 3.57 times more resources than
S-BGP, respectively. Interestingly, Nicol was second dalyhe all path scheme in consuming resources.
The Nicol scheme creates a tree for every 30-second quaandisubsequently sends a potentially large set
of succinct proofs every period. The all path scheme was bhéamost costly approach, consuming about
6 times as much bandwidth as S-BGP. In this case, the aveeagivitlth consumed per 6 hour period is 77
kilobytes. However, this approach may be prohibitive dushort bursts, which required as much as 139
megabytes in a single minute.

Any path authentication scheme must allocate storage mes®dor security relevant state (e.g., cryp-
tographic proofs). In S-BGP, the additional space requamshto hold route attestations is estimated to be
between 30 and 35 MB per BGP peer, though it is suggested #rabmy requirements in asymmetric peer-
ing relationships, such as between a large ISP router andhaeruof smaller peers, would be lower [14].
The storage requirements of the schemes proposed in thés pewpunique to their design. Recall that the
prefix approach requires every prefix to have a proof stractuhile the all path approach requires a proof
per AS; these two schemes form maximal and minimal requingsneespectively. Our simulations show
that the total cost of storingll proofs across all peers ranges from approximately 55-60 MB for teéixp
scheme to under 10 MB for the all path scheme. In the origin &®e, the total cost is approximately 25
MB.

The simulations illustrated in Figure 8 assume a proof cattes MB. In our simulation model, this
cache is separate from the storage space for the full setoofgr We make this design decision so that
the cache could be accessed more rapidly by the router asfptrtfast path packet processing, but retain
access to the proofs in stable storage (as needed for areraant creation). The additional stable storage
costs are not onerous, and could likely be stored in memseif ibn larger routers. Alternately, even smaller
routers (e.g., Cisco 3600 series) include slots for flash ongrand are capable of accepting cards with 256
MB or greater, well above the requirements of our scheme. $8arae that in real systems, to keep the
cache size at a minimum, a hash of a received signature edsiioicache, rather than the signature itself.

The router hashes the signature of an incoming update anétshdether it appears in the cache. Ifitis, a
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signature validation is not necessary. Hashed signatueesxgired from the cache on a LRU basis. When
sending an update, the full proofs to be sent are retrievmd ftable storage.

For simplicity, we assume a single-level cache, where isigaature hash is dropped from the cache, a
revalidation is necessary. Multi-tiered caches, whereséngied signature would be kept in another level of
memory if it expired from the cache, would serve to decrelsebdst of signature validations further. These

and other optimizations related to router architecturedaferred for future work.

6 Discussion

6.1 Incremental Deployment

A major difficulty of retrofitting security is the need forcremental deploymenSimply put, there are large
portions of the Internet that will adopt solutions slowlyrat at all. Any feasible solution must be designed
such that communities of interested parties can work cotktively to provide a working, secure system.
Moreover, functionality can not come at the expense of goeduipped enterprises. Such approaches
would disenfranchise people and networks, and reduce nsaity of the Internet. However, those who do
not participate need not receive benefit from deployment.

Past systems such as IRV [5] addressed incremental dephbygeperforming securityput-of-band
They allow parties to exchange data without any change to. BG&se who wish to exchange security
relevant data do so freely over any mechanism that is avaitaiz convenient. However, this approach only
works when the network is otherwise healthy or alternatebbs are available. psBGP takes another tack
in which the parties police each other’s activities [46].eTihcremental deployment approach in psBGP
is one of a mutual embrace: like soBGP, communities of peerst nvork in concert to achieve a larger
security posture.

We adopt this latter scheme, where communities of like-mhdrganizations will organically form
unionsof ASes. These unions will mutually authenticate credént@mbe used in the issuance of proofs of
authentication, as formally discussed in section 3. At tleégeol layer, we adopt a similar strategy to S-BGP
of signing transitions to and from non-adopting ASes. Ofrseuknowing which ASes are participating in
the protocol is essential for ascertaining the validityesfaived routes. In a sense, our approach is similar to
the S-BGP protocol, and as such can make use of its proceaindestructures for incremental deployment.

S-BGP purposefully specifies that the route attestationdfmed as a transitive discretionary (optional)
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attribute in BGP-4 for both eBGP and iBGP updates [16]. Is thiay, routers that have not implemented
route authentication can simply ignore the Route Attestialiag but are nonetheless required to forward it
to the upstream routers. We address here the security etiphs of incremental deployment.

ASes that wish to deploy path authentication must genenaltdigiprivate key pairs for use by their
routers in computing attestations and be granted bindireysificates) between their AS number and public
key values by the relevant PKI [42]. Any AS can, of coursejfyattestations without themselves having
their own certified public/private key pairs. They need okiypw the public keys and certificates of the
current “certified attesters.” Given that the primary ségurenefit derives from verification and the primary
cost derives from computing attestations, we assume tleay eertified attester is also a verifier.

We assume for now that every certified attester knows the Asbeu of every other certified attester.

The definition of aR AT must be modified slightly as follows. For= (b;p1,...,p,|)

RAT(rS) = RAT(rz ), A(pi—1;75 :pi)  Whenp,_; is a certified attester, and
Z RAT(r) otherwise.

As an example, let = (a1, as, a3, as), Wherea; andag are certified attesters. Then

RAT(b;a1,a2,a3,a4) = OAT(b,a1), A(ar; (b;a1) : a2), A(as; (b;a1,az,a3) : as).

Note thatas’s attestation is over the entire path, not just the subsétepaths that are certified attesters.
This issue of incremental deployment of origin autheniiratags was discussed extensively in [21].

Of course, a subpath of the actual AS path traversed by a tbategoes through ASes that are not
certified attesters can be spoofed to appear to be a diffesdpath. However, that subpath is constrained
to be an almost simple subpath consisting only of ASes tleatiacertified attesters. In addition, verifiers
can apply other topological constraints of which they araraw For example, we assume that certified
attesters use authentication on their eBGP session andhgawvalidate the AS number of the AS sending
the update over that BGP session. Hence, in the example atvaeughas is not a certified attester, given
the structure of theR AT and the topological constraint imposed &y, ao cannot insert an almost simple
subpath into the route. In the above setup, as the numbertdfegbattesters increases, the set of spoofable
subpaths decreases and the security incrementally irseas

We return to the assumption that all certified attesters kimwAS numbers of the other certified at-
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testers. This is an important requirement. Without it, at time, a certified attester may simply pretend
to be uncertified and start spoofing subpaths. In such a t¢ege, ¢an be no guarantee of incremental gain
in security as the number of certified attesters grow. At & tégel, it is natural for the PKI to distribute
the public key certificate of a newly certified attester toadlthe existing certified attesters. After all, this
certificate is needed by the existing attesters to verifiattestation of the newly certified attester. Thus, the
requirement is completely natural. Note that it introduaesdight modification to the verification procedure
for validating aR AT, as all AS numbers of certified attesters in a route must benapganied by the appro-
priate attestation; otherwise, t&AT is invalidated. The issues concerning the mechanisms adddffs

for distributing the certificates is extremely important bayond the scope of this paper.

6.2 Worm-holing

PreventingVorm-holingis enormously difficult. There is nothing preventing an A@frachieving an arbi-

trary connectivity, and as such there is little one can dbiwi& security protocol. Protocols such as soBGP
do an approximate job of prevention by authenticating tHevokk structure in the topology database. This
prevents transient AS compromise from affecting the systera whole, but does nothing against the truly
adversarial AS. We argue that the real solutions to worne-pokvention lie in good network management.
For example, a large ISP should, and often does filter moltiddvertisements from stub ASes (ASes with
no other connectivity other than that provided by the ISRkeh more generally, experience and formal
relationships between networks are accurate sourcesarmation for what constitutes good and bad con-

nectivity.

6.3 Validation Optimizations

Kent et al. [15] have suggested a path validation optimiragimed at reducing the load on validating S-
BGP speaking routers. This optimization dictates thatgpatk validated only when they are selected as the
best paths However, it is not clear the degree to which this optim@atwill mitigate the computational
costs of S-BGP. Consider an ASwith k& neighbors. Any prefiy will be reachable through neighbors,
where0 < j < k, andj routes will be held by the AS. The fractional computatioralisgs f for a given
prefix on a given router over a period of tirde s just the ratio of updates sent for that prefix durifig

divided by the total number of updates received for that pigiring A. Of course,f will vary from router
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to router and prefix to prefix, but is likely to be on the order of /; for j defined above. For the data
collected in our study, the median number of unique pathppeix was2.5 and the mean value wass.

A careful study off remains for future work. But we note here that the same opétian can be used for
our authentication proofs based on set-membership pré@éswill also achieve a factof computational
speedup. Thatis, when the optimization is applied to bdtleses, the ratio of the computational overheads

will remain the same.

7 Related Work

Interdomain routing security has been studied for some [84e43], but comprehensive and efficient solu-
tions remain elusive. The following considers how sevef#ihese efforts address path security.

Possibly the most comprehensive solution advanced to tteeSecure Border Gateway Protocol (S-
BGP) [17, 16, 42] uses a public key infrastructure to supfimetauthentication of routing artifacts. The
S-BGP PKI maintains certificates for each AS and S-BGP-spgakuter. Every router includesraute
attestationwith each advertisement. The route attestation is a sigiaéehsent of the AS identity, the paths,
the prefix and the AS to which the announcement is directe& S-BGP speaker also includes the route
attestation of the route on which the advertisement is ba3éis prevents an adversary from adding or
removing ASes from the path. While the authors of S-BGP hareduced a number of optimizations that
reduce resource consumption [15], the costs associatbdtveite viewed as limiting factor in many envi-
ronments [5, 9, 46]. For example, Nicol et al. showed thadleura set of timing and cost assumptions, such
costs can double the path convergence time [31]. Howeveal it al. did not model optimizations reported
in [15]. Itis not clear if and how the optimization would afteconvergence times. While some argue that
co-processors and protocol optimizations may make cortipatéeasible, storage remains a major prob-
lem. Kent estimates that S-BGP will require an additionaB30megabytes of storage per peer [14]. Such
costs are manageable in routers with a few peers, but aréepratic in large ISPs or exchanges. However,
Kent further argues that there are asymmetric configuratighere only a few routes are accepted (as in
customer/ISP peering), and hence these situations woguldresfewer resources.

Partially in deference to the costs associated with morepecehensive solutions, the soBGP and IRV
projects sought other means of addressing BGP securitysdB&P [30] protocol uses a topology database

to validate that advertised paths are consistent with tipeesi statements of connectivity between ASes.
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While this approach provides a limited security guaranitds,effective in preventing a wide array of path
hijacking and worm-holing attacks. However, soOBGP doesprovide path authentication, but simply
implements a mechanism for detecting routes that are imtens with the authenticated topology. Philo-
sophically similar to the earlier routing registry prog§23], the Interdomain Routing Validation (IRV) [5]
project was motivated by the observation that any solutemuiring a change to BGP was likely to be
adopted slowly, if at all. IRV servers use an out-of-band).(eexternal to BGP sessions) protocol to ex-
change validation information. IRV is reliant on the rogtimfrastructure to extract and exchange routing
data. Hence, unless some other infrastructure is put ireglag., static routes), the system is unable to
function when connectivity is not available.

Validation of prefix ownership is essential to secure BGRdf provided, an adversary cdnijack
entire networks by simply advertising the prefixes assediatith them. Originally studied by Kent et
al. [17, 42], an origin authentication (OA) service valemthat an AS has the right to be the origin of a
prefix. In a later work, Aiello et al. extended the study of OAdbnsidering the semantics and efficient
cryptographic constructions of origin authentication][Hrincipally, they explored formal semantics of the
use and delegation of the IP address space. The set of ajlatieles between ICANN [12], registries, and
organizations is modeled as a delegation hierarchy. Rigcean Oorschot et al. suggested an alternative
low-cost but weak form of origin authentication, in whichBGP neighbors police and attest to the validity
of the prefixes that an AS originates [46]. However, this msited, as colluding ASes can forge origin
information.

Several proposals have sought efficient constructions &P Becurity. Hu et al. introduced the concept
of cumulative authentication for securing route adventisets in path vector protocols [8]. They use the
TESLA timed key release authentication to validate annemments using low cost symmetric key cryptog-
raphy. TESLA is limited in that it requires tight time bounols message transmission, which is in conflict
with protocols built on asynchronous propagation protesoich as BGP. More recently, Hu et al. introduced
the Secure Path Vector Protocol (SPV) [9], which also seekmplement BGP path security using low cost
cryptography. SPV creates cascading authenticators camy fhow cost) one time signature structures.

The Whisper protocol [44] uses a mechanism that detectagistencies in received routes using RSA-
style [41] cryptographic operations. To simplify, any cartfl between routes received from multiple peers
emanating from the same original advertisement is detlectabnother approach that does not rely on a

PKI or any form of cryptography is Pretty Good BGP [13], whieHies on the stability of pre-existing

36



routes as an indicator of their veracity. Longer-lived, enstable routes are preferred over newly appearing
routes, which may require a secondary verification to ddterrif they are valid. Because of the lack
of provable security, this solution is considered a stopgegasure to provide a modicum of protection
until a cryptographic solution is implemented. Other dolg that provide an alert-based approach include
PHAS [19], a prefix hijacking alert system that examines irmuupdates from Route Views and RIPE
reposoties for changes in the origin and notifies the ownea pfefix who registers with the service if
updates have changed. The system is incrementally depolyatiat to join the system, a prex owner need
only register with the PHAS server; however, this servetds a single point of failure in the system, and if
it is compromised, it could send out numerous false alarnmsdr owners. Hu and Mao [7] also examined
prefix hijacking and develoepd mechanisms for detectinjtima attacks by fingerprinting networks and
hosts. This approach relies on a real-time monitor for usjaivhich must be available during crticial

periods. Placing these monitors for optimal route coverage also considered [51].

8 Conclusions

In this paper we have explored a range of cryptographic opitions for securing BGP paths. Centrally, we
exploit the stability of path advertisements to amortizagtographic operations over many validations. This
stability is confirmed via empirical analysis: the numbepaths used by a particular AS for a given prefix is
both small and largely constant over time. Through tracetaimulation, we show that our constructions
reduce the computational costs of path authentication bywsh as 97% over existing approaches, and
show that other storage and bandwidth costs are nominal.

The problems of BGP security are sufficiently important toramat discussion in the United States Na-
tional Strategy to Secure Cyberspace [33]. This work stuttedeoffs between computational, bandwidth
and storage costs for a range of BGP security path authaticmechanisms and is a step in a larger
communal effort to design and deploy BGP security. The w@itengoal is to develop a comprehensive
understanding of the security, cost, and manageabilitlettis for BGP, to inform sound engineering deci-
sions for future deployments. To this end, we plan to extamdegaluations to a range of realistic network

environments, and to study the integration of optimizatienggested by others.
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